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1. Introduction

We consider the nonparametric regression model defined as follows:

\[ Y = m(X) + \varepsilon, \]

where \(X\) and \(Y\) are one-dimensional random variables, with \(X\) taking values in \([0, 1]\); the regression function \(m\) is unknown; and the error \(\varepsilon\) is a random variable with

\[ E(\varepsilon|X) = 0 \quad a.s., \quad (1.1) \]

and unknown density function \(g\) and cumulative distribution function (cdf) \(G\).

In the regression analysis we are concerned with here one observes \(n\) independent identically distributed (i.i.d.) copies \(\{(X_i, Y_i); 1 \leq i \leq n\}\) of \((X, Y)\), such that for some real valued function \(m(x), x \in [0, 1]\),

\[ \varepsilon_i = Y_i - m(X_i), \quad i = 1, 2, \ldots, n, \]

are i.i.d. random variables with the unknown distribution \(G\) and density \(g\).
In view of (1.1), it implies that

\[ m(x) = E(Y|X = x). \]

In literature, the main focus has been the estimation of the regression function \( m(x) \). But it is also of interest and importance to know the nature of the error distribution after estimating a regression function nonparametrically.

In nonparametric regression, Akritas and Van Keilegom (2001) define the error distribution function estimator by using the quantile function and obtain the asymptotic distribution; Cheng (2002) considers the consistency of the histogram type error density function and the empirical error distribution function estimators while Cheng (2004) considers the weak and strong uniform consistency of a kernel error density estimation in nonparametric regression.

Akritas and Van Keilegom (2001) show that the empirical process based on the full sample residuals converges weakly to a zero-mean Gaussian process with a covariance function that depends on the underlying error density in a complicated way. In Cheng (2005), the properly standardized empirical process based on the split sample residuals is shown to be uniformly close to the similarly standardized empirical process of the errors.

The focus of this paper is to investigate the strong consistency of the empirical distribution function based on nonparametric residuals. We will show the extended Glivenko–Cantelli theorem for the residual-based empirical distribution function.

Let \( m_n(x) \) denote the well-known Nadaraya–Watson (1964) kernel regression estimator:

\[
m_n(x) := \frac{1}{n} \sum_{i=1}^{n} \frac{Y_i K_{h_n}(x - X_i)}{\sum_{j=1}^{n} K_{h_n}(x - X_j)}, \quad K_h(x) := \frac{1}{h} K \left( \frac{x}{h} \right), \quad x \in [0, 1],
\]

where \( h_n \) is the usual band width sequence of positive numbers tending to zero, and \( K \) is the kernel density function. Denote

\[
d_n(x) := m_n(x) - m(x), \quad x \in [0, 1]. \tag{1.2}
\]

Let \( \hat{e}_i := Y_i - m_n(X_i), \ i = 1, 2, \ldots, n \), denote the nonparametric residuals and let \( a_n \) be another sequence of positive numbers tending to zero. We define the empirical d.f. estimator based on these residuals as follows:

\[
\hat{G}_n(t) := \frac{1}{n} \sum_{i=1}^{n} I(\hat{e}_i \leq t), \quad t \in \mathbb{R}.
\]

In the following sections, all limits are taken as the sample size \( n \) tends to \( \infty \), unless specified otherwise.

The paper is organized as follows. The basic assumptions and main result are introduced in the next Section while Sec. 3 provides the details of the proof.
2. Basic Assumptions and Main Result

In this section, we first state some basic assumptions. Define

\[ \beta_n := \sqrt{\frac{\log n}{nh_n}}. \] (2.1)

The basic assumptions needed on \( h_n \) and \( d_n \) (defined in (1.2)) are the following:

\[ h_n \to 0, \quad \beta_n \to 0, \] (2.2)

and there exist constants \( A \) and \( A' \) such that

\[ \sup_{x \in [0,1]} |d_n(x)| \leq A\beta_n + A'h_n, \quad \text{for all large } n, \ a.s. \] (2.3)

**Note 1.** Under certain conditions, Härdle et al. (1988) have shown (2.3) holds. By (2.3) and choosing \( h_n \) satisfying

\[ h_n \leq \left( \frac{\log n}{n} \right)^{1/3}, \] (2.6)

there exists a constant \( C > 0 \) such that

\[ \sup_{x \in [0,1]} |d_n(x)| < C\beta_n \quad \text{for all large } n, \ a.s. \]

Define

\[ B_n = \left\{ \sup_{x \in [0,1]} |d_n(x)| \leq C\beta_n \right\}. \]

Then we have

\[ P \left( \cap_{i=n}^{\infty} B_i \right) \to 1. \] (2.7)

This property will be used to show the following extended Glivenko–Cantelli theorem, i.e., the uniform strong consistency of \( \hat{G}_n \) for \( G \) with certain rate.

**Theorem 2.1.** Under (2.2), (2.3), and (2.4) and the assumption that for some \( 0 < \alpha < 1/2 \) and any positive constant \( K \),

\[ (nh_n)^\alpha \sup_{t \in \mathbb{R}} \left| G(t + K\beta_n) - G(t - K\beta_n) \right| = o(1), \] (2.6)

we have

\[ \sup_{t \in \mathbb{R}} (nh_n)^\alpha \left| \hat{G}_n(t) - G(t) \right| \to 0, \ a.s. \] (2.7)
3. Proof

In this section, we shall give the detailed proof of Theorem 2.1. In order to prove the main result (the uniform strong consistency of \( \hat{G}_n \) for \( G \)), we will need the following exponential type probability inequality established first by Dvoretzky et al. (1956). See also Corollary 1 of Massart (1990).

Lemma 3.1 Let \( \mu_n \) and \( \mu \) be the one-dimensional empirical distribution and theoretical distribution, respectively, for a random sample of \( n \) i.i.d. random variables. Then, for any \( \epsilon > 0 \),

\[
P(\sup \{|\mu_n((a, b]) - \mu((a, b])| : a \leq b \} > \epsilon) \leq 4 \exp(-n\epsilon^2/2), \quad \forall \ n \geq 1.
\] (3.1)

Proof of Theorem 2.1 Let \( G_n(t) \) be the empirical distribution function of the errors \( \varepsilon_1, \varepsilon_2, \ldots, \varepsilon_n \). Recall the extended Glivenko–Cantelli lemma in Fabian and Hannan (1985, pp 80–83), that

\[
\sup_{t \in \mathbb{R}} n^\beta |G_n(t) - G(t)| \to 0 \text{ a.s., for any } 0 < \beta < 1/2.
\] (3.2)

Thus, if we show

\[
\sup_{t \in \mathbb{R}} (nh_n)^\alpha |\hat{G}_n(t) - G_n(t)| \to 0, \text{ a.s.,}
\] (3.3)

then, by (3.3), \( \alpha < 1/2 \) and the assumption \( h_n \to 0 \) in (2.2), we obtain the claim (2.7).

We now proceed to prove (3.3). Rewrite

\[
\hat{G}_n(t) = G_n(t) = \frac{1}{n} \sum_{i=1}^{n} I(\varepsilon_i \leq t);
\]

\[
\hat{G}_n(t) = \frac{1}{n} \sum_{i=1}^{n} I(\varepsilon_i \leq t + d_n(X_i)).
\]

Fix any \( \epsilon > 0 \). By (2.5), we obtain that

\[
P\left\{ \bigcup_{i=n}^{\infty} \left( \sup_{x \in \mathbb{R}} |\hat{G}_i(x) - G_i(x)| I\left(B_i^c\right) \geq \epsilon \right) \right\} \leq P\left\{ \bigcup_{i=n}^{\infty} B_i^c \right\} = 1 - P\left\{ \bigcap_{i=n}^{\infty} B_i \right\} \to 0.
\]

Therefore,

\[
\sup_{x \in \mathbb{R}} |\hat{G}_n(x) - G_n(x)| I(B_n^c) \to 0, \text{ a.s.}
\]

Thus, to show (3.3), we only need to prove

\[
\sup_{x \in \mathbb{R}} |\hat{G}_n(x) - G_n(x)| I(B_n) \to 0, \text{ a.s.}
\]

Next, rewrite

\[
(nh_n)^\alpha [\hat{G}_n(t) - G_n(t)] I(B_n) = Z_{1n}(t) + Z_{2n}(t),
\]
where
\[ Z_{1n}(t) := \frac{(nh_n)^{\alpha}}{n} \sum_{i=1}^{n} [I(\varepsilon_i \leq t + d_n(X_i)) - G(t + d_n(X_i)) - I(\varepsilon_i \leq t) + G(t)]I(B_n), \]
\[ Z_{2n}(t) := \frac{(nh_n)^{\alpha}}{n} \sum_{i=1}^{n} [G(t + d_n(X_i)) - G(t)]I(B_n). \]

Using the monotonicity of \( G \) and the fact that
\[ \sup_{x \in [0,1]} |d_n(x)| \leq C\beta_n \text{ on } B_n, \]
we have that
\[ \sup_{t \in \mathbb{R}} |Z_{2n}(t)| \leq (nh_n)^{\alpha} \sup_{t \in \mathbb{R}} [G(t + C\beta_n) - G(t - C\beta_n)] \to 0, \]
by (2.6).

Hence it remains to show that
\[ \sup_{t \in \mathbb{R}} |Z_{1n}(t)| \to 0, \ a.s. \quad (3.6) \]

For any \( t \in \mathbb{R} \), by (3.4), and the monotonicity of the functions \( I \) and \( G \), it follows that
\[ Z_{1n}(t) \leq \frac{(nh_n)^{\alpha}}{n} \sum_{i=1}^{n} [I(\varepsilon_i \leq t + C\beta_n) - G(t - C\beta_n) - I(\varepsilon_i \leq t) + G(t)] \]
\[ = \frac{(nh_n)^{\alpha}}{n} \sum_{i=1}^{n} [I(t < \varepsilon_i \leq t + C\beta_n) - P(t < \varepsilon_i \leq t + C\beta_n)] \]
\[ + (nh_n)^{\alpha} [G(t + C\beta_n) - G(t - C\beta_n)], \]
and similarly, we also get
\[ Z_{1n}(t) \geq -\frac{(nh_n)^{\alpha}}{n} \sum_{i=1}^{n} [I(t - C\beta_n < \varepsilon_i \leq t) - P(t - C\beta_n < \varepsilon_i \leq t)] \]
\[ -(nh_n)^{\alpha} [G(t + C\beta_n) - G(t - C\beta_n)]. \]

Thus,
\[ \sup_{t \in \mathbb{R}} |Z_{1n}(t)| \leq \frac{(nh_n)^{\alpha}}{n} \sup_{t \in \mathbb{R}} \left| \sum_{i=1}^{n} [I(t < \varepsilon_i \leq t + C\beta_n) - P(t < \varepsilon_i \leq t + C\beta_n)] \right| \]
\[ + (nh_n)^{\alpha} \sup_{t \in \mathbb{R}} [G(t + C\beta_n) - G(t - C\beta_n)]. \quad (3.7) \]

By (2.6) and (3.7), to show (3.6), it is sufficient to verify that
\[ \frac{(nh_n)^{\alpha}}{n} \sup_{t \in \mathbb{R}} \left| \sum_{i=1}^{n} [I(t < \varepsilon_i \leq t + C\beta_n) - P(t < \varepsilon_i \leq t + C\beta_n)] \right| \to 0, \ a.s. \quad (3.8) \]
For any given $\eta > 0$, by Lemma 3.1, we obtain that for $\forall \ n \geq 1$:

$$
P \left\{ \frac{(nh_n)^{\alpha}}{n} \sup_{t \in \mathbb{R}} \left| \sum_{i=1}^{n} I(t < \varepsilon_i \leq t + C\beta_n) - P(t < \varepsilon_i \leq t + C\beta_n) \right| > \eta \right\}
$$

$$
= P \left\{ \sup_{t \in \mathbb{R}} |\mu_n((t, t + C\beta_n)) - \mu((t, t + C\beta_n))| \geq \frac{\eta}{(nh_n)^{\alpha}} \right\}
$$

$$
\leq 4 \exp(-n^{1-2\alpha} h_n^{-2\alpha} \eta^2/2).
$$

By $h_n \rightarrow 0$ and $\alpha < 1/2$, it follows that

$$
n^{1-2\alpha} h_n^{-2\alpha} \log n \rightarrow \infty,
$$

and, therefore, we have

$$
\sum \exp(-n^{1-2\alpha} h_n^{-2\alpha} \eta^2/2) < \infty. \quad (3.9)
$$

Combining (3.9) with the Borel–Cantelli lemma, we have obtained that (3.8) holds. Thus we have completed the proof of Theorem 2.1. \(\square\)

**Note 2.** If the density $g$ is bounded, using $\|g\|_{\infty}$ to denote its $L_{\infty}$-norm, then

$$(nh_n)^{\alpha} \sup_{t \in \mathbb{R}} [G(t + K\beta_n) - G(t - K\beta_n)]
$$

$$
\leq 2K \|g\|_{\infty} (nh_n)^{\alpha} \beta_n = 2K \|g\|_{\infty} (nh_n)^{\alpha - \frac{1}{2}} \sqrt{\log n}.
$$

In this case, $\alpha < \frac{1}{2}$ and

$$(nh_n)^{\alpha - \frac{1}{2}} \sqrt{\log n} \rightarrow 0
$$

imply the assumption (2.6).
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