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SUMMARY
We consider the problem of estimating a relationship nonparametrically using regression splines when there exist both continuous and categorical predictors. We combine the global properties of regression splines with the local properties of categorical kernel functions to handle the presence of categorical predictors rather than resorting to sample splitting as is typically done to accommodate their presence. The resulting estimator possesses substantially better finite-sample performance than either its frequency-based peer or cross-validated local linear kernel regression or even additive regression splines (when additivity does not hold). Theoretical underpinnings are provided and Monte Carlo simulations are undertaken to assess finite-sample behavior; and two illustrative applications are provided. An implementation in R is available; see the R package ‘crs’ for details. Copyright © 2014 John Wiley & Sons, Ltd.

1. BACKGROUND
Applied researchers must frequently model relationships involving both continuous and categorical predictors, and a range of nonparametric kernel regression methods have recently been proposed for such settings. These developments have extended the reach of kernel smoothing methods beyond the traditional continuous-only predictor case and have had a marked impact on applied nonparametric research; see Li and Racine (2007) for examples and an overview. Although kernel methods hold much appeal for practitioners, many in the applied community continue to resist their use, often for valid reasons. In particular, nonparametric kernel methods are local in nature, bandwidth selection can be fragile and numerically demanding and interpretation can be challenging, while imposing constraints on the resulting estimate can be difficult.

Regression spline methods, on the other hand, are global in nature and involve straightforward least squares solutions; hence unconstrained and constrained estimation is much easier to handle and faster to compute. Furthermore, their least squares underpinnings render the methods immediately accessible to those who routinely use least squares approaches. As such, regression splines provide an immediately accessible and attractive alternative to kernel methods for the nonparametric estimation of regression models. For excellent overviews of spline modeling we direct the interested reader to Stone (1985, 1994), Huang (2003) and Wang and Yang (2009). For applications of spline approaches, see Huang (1998) for functional ANOVA models, Huang and Yang (2004), Wang and Yang (2007) and Xue (2009) for additive models, Wang and Yang (2009) and Wang (2009) for single-index models,
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However, just like their traditional kernel-based continuous-only predictor kin, nonparametric regression splines and series estimators are limited by their inability to handle the presence of categorical predictors without resorting to sample-splitting, which can entail a substantial loss in efficiency. In this paper we consider a regression spline alternative motivated by recent developments in the kernel smoothing of relationships involving categorical covariates. The proposed tensor-product spline approach possesses intuitive appeal by producing a piecewise polynomial, computational expediency as discussed before and theoretical reliability according to the mean squared and uniform convergence rates, and the pointwise asymptotic distribution results established in this paper. Ma and Racine (2013) recently proposed an additive regression spline approach with categorical and continuous predictors using discrete-support kernel functions, as is done in this paper. Since Ma and Racine’s (2013) approach imposes an additive structure on the conditional mean function, it thereby fails to consider possible interactive effects of covariates unless explicitly provided by the researcher. Such models can be misspecified and perform poorly when the additivity assumption is violated, as illustrated in our simulations. Furthermore, not only is the proposed tensor-product spline approach more flexible, but it can provide practitioners with a useful approach for discovering underlying structure when additivity is violated. While the additive spline estimator achieves a univariate convergence rate, it suffers from the limitation that it has no asymptotic distribution, as discussed in Stone (1985). In this paper we furnish an asymptotic normality result for the tensor-product spline estimator, which allows the construction of pointwise confidence intervals, thereby overcoming yet another limitation inherent to the additive approach.

The remainder of this paper proceeds as follows. Section 2 outlines the framework and presents theorems detailing rates of convergence and the asymptotic distribution of the proposed approach. Section 3 considers cross-validatory selection of the spline knot vector and kernel bandwidth vector. Section 4 examines the finite-sample performance of the proposed method versus the traditional ‘frequency’ (i.e. ‘sample-splitting’) estimator, the additive regression spline estimator and the cross-validated local linear kernel regression estimator, and also offers some practical advice for practitioners. Section 5 presents illustrative applications and Section 6 presents some summary remarks. Proofs are to be found as supporting information in the supplementary Web Appendix, which also includes a supplementary illustration, a Monte Carlo simulation designed to assess the effect of ‘distance’ between the regression functions for different categories, and a Monte Carlo simulation designed to assess how confidence interval coverage based on our asymptotic results is affected by the DGP and cross-validated smoothing parameters.

2. METHODS AND MAIN RESULTS

We consider a nonparametric regression model containing both categorical and continuous predictors. In what follows we presume that the reader is interested in the unknown conditional mean in the following location-scale model:

$$Y = g(X, Z) + \sigma(X, Z)\varepsilon$$

(1)

where $g(\cdot)$ is an unknown function, $X = (X_1, \ldots, X_q)^T$ is a $q$-dimensional vector of continuous predictors and $Z = (Z_1, \ldots, Z_r)^T$ is an $r$-dimensional vector of categorical predictors. Letting $z = (z_s)_{s=1}^r$, we assume that $z_s$ takes $c_s$ different values in $D_s = \{0, 1, \ldots, c_s - 1\}$, $s = 1, \ldots, r$. 

and let $c_{\varepsilon}$ be a finite positive constant. Let $(Y_{i},X_{i}^{T},Z_{i}^{T})_{i=1}^{n}$ be an i.i.d. copy of $(Y,X^{T},Z^{T})$. Assume for $1 \leq l \leq q$, each $X_{i}$ is distributed on a compact interval $[a_{l},b_{l}]$ and, without loss of generality, we take all intervals $[a_{l},b_{l}]=[0,1]$. To handle the presence of categorical predictors, we propose to estimate $g(\cdot)$ by tensor-product polynomial splines weighted by categorical kernel functions. Let $B(x)$ be the tensor-product polynomial splines and $L(Z,z,\lambda)$ be a product categorical kernel function, both of which will be defined later in this section. Then the nonparametric function $g(x,z)$ can be approximated by $B(x)^{T} \hat{\beta}(z)$, where $\beta(z)$ is a $K_{n} \times 1$ vector with $K_{n} \to \infty$ as $n \to \infty$. We estimate $\beta(z)$ by minimizing the following weighted least squares criterion:

$$
\hat{\beta}(z) = \arg \min_{\beta \in \mathbb{R}^{K_{n}}} \sum_{i=1}^{n} \left( Y_{i} - B(X_{i})^{T}\beta \right)^{2} L(Z_{i},z,\lambda)
$$

(2)

Thus $g(x,z)$ is estimated by $\hat{g}(x,z) = B(x)^{T} \hat{\beta}(z)$. In this section, we will study the asymptotic properties of the proposed estimator.

We define a variant of Aitchison and Aitken’s (1976) univariate categorical kernel function as

$$
l(Z_{s},z_{s},\lambda_{s}) = \begin{cases} 1, & \text{when } Z_{s} = z_{s} \\ \lambda_{s}, & \text{otherwise} \end{cases}
$$

(3)

$$
L(Z,z,\lambda) = \prod_{s=1}^{r} l(Z_{s},z_{s},\lambda_{s}) = \prod_{s=1}^{r} \lambda_{s}^{1(Z_{s}\neq z_{s})}
$$

where $L(\cdot)$ is a product categorical kernel function and $\lambda = (\lambda_{1},\lambda_{2},\ldots,\lambda_{r})^{T}$ is the vector of bandwidths for each of the categorical predictors (for ordered categorical predictors we could instead use $l(Z_{s},z_{s},\lambda_{s}) = \lambda_{s}^{d}$ where $|Z_{s} - z_{s}| = d$ ($0 \leq d \leq c_{s}$), which results in estimation bias identical to using Equation (3); see Racine and Li, 2004, for details). We point out that this kernel has been used extensively for kernel-based estimation involving the mix of continuous and categorical variables considered herein; see Li and Racine (2007) for the theoretical underpinnings of this kernel for kernel regression, kernel density estimation and kernel quantile estimation, among others. The distinguishing feature of this kernel is its ability to pool across categories (this occurs when a smoothing parameter hits its upper bound, i.e. $\lambda_{s} = 1$) and otherwise to deliver a smooth model whose coefficients are allowed to vary with respect to the realizations of the categorical variables (unlike, for example, a partially linear specification where only the ‘intercept’ term is allowed to change with respect to the values assumed by the categorical variables).

Let $G_{l} = G_{l}^{(m_{l}-2)}$ be the space of polynomial splines of order $m_{l}$ and pre-select an integer $N_{l} = N_{n,l}$. Divide $[0,1]$ into $(N_{l}+1)$ subintervals $I_{j_{l},l} = [t_{j_{l},l},t_{j_{l}+1,l}], \, j_{l} = 0,\ldots,N_{l} - 1, I_{N_{l},l} = [t_{N_{l},l},1]$, where $\{t_{j_{l},l}\}_{j_{l}=1}^{t_{l}}$ is a sequence of equally spaced points, called interior knots, given as

$$
t_{l-1,m_{l}-1,1} = \ldots = t_{0,1} = 0 < t_{1,1} < \ldots < t_{N_{l},1} < 1 = t_{N_{l}+1,1} = \ldots = t_{N_{l}+m_{l},1}
$$

in which $t_{j_{l},l} = j_{l}h_{l}, \, j_{l} = 0,1,\ldots,N_{l} + 1, h_{l} = 1/(N_{l} + 1)$ is the distance between neighboring knots. Then $G_{l}$ consists of functions $g$ satisfying: (i) $g$ is a polynomial of degree $m_{l} - 1$ on each of the subintervals $I_{j_{l},l}, \, j_{l} = 0,\ldots,N_{l}$; (ii) for $m_{l} \geq 2$, $g$ is $m_{l} - 2$ times continuously differentiable on $[0,1]$. Let $K_{l} = K_{n,l} = N_{l} + m_{l}$, where $N_{l}$ is the number of interior knots and $m_{l}$ is the spline order, $B_{l}(x_{l}) = \{B_{j_{l},l}(x_{l}) : 1 - m_{l} \leq j_{l} \leq N_{l}\}^{T}$ be a basis system of the space $G_{l}$. We define the space of tensor-product polynomial splines by $G = \bigotimes_{l=1}^{q} G_{l}$. It is clear that $G$ is a linear space of dimension $K_{n} = \prod_{l=1}^{q} K_{l}$. Then

$$
B(x) = \left[\{B_{j_{1},...,j_{q}}(x)\}_{j_{1}=1-m_{1},...,j_{q}=1-m_{q}}^{N_{1},...,N_{q}}\right]_{K_{n} \times 1} = B_{1}(x_{1}) \otimes \cdots \otimes B_{q}(x_{q})
$$

Theorem 1. function. parameters. The theorem below gives the uniform convergence rate of the estimator to the true mean given in Section 4.1 of Huang (2003). Assumption A4 states the order requirements for the smoothing standardized error term as well as the uniform bounds of the standard deviation. A similar assumption is given in Section 5.2 of Huang (2003). Assumption A3 states the moment requirements of the standard deviation function.

\[ C \left( \frac{1}{c_141} \right) \]

Let \( C \left( \frac{1}{c_141} \right) \) be the space of continuous functions on \( [0, 1]^q \). Given a q-tuple \( \alpha = (\alpha_1, \ldots, \alpha_q) \) of non-negative integers, let \( [\alpha] = \alpha_1 + \ldots + \alpha_q \) and let \( D^\alpha \) denote the differential operator defined by \( D^\alpha = \frac{\partial^{(\alpha)}}{\partial x_1^{\alpha_1} \ldots \partial x_q^{\alpha_q}} \). For positive numbers \( a_n \) and \( b_n, n \geq 1 \), let \( a_n \asymp b_n \) mean that \( \lim_{n \to \infty} a_n/b_n = c \), where \( c \) is some nonzero finite constant. The assumptions employed for the asymptotic results are listed below:

A1. For any given \( z \in \mathcal{D} \), the regression function satisfies \( D^\alpha g \in C^{0,1}[0, 1]^q \), for all \( \alpha \) with \( [\alpha] = p - 1 \) and \( 1 \leq p \leq \min(m_1, \ldots, m_q) \).

A2. The marginal density \( f(x) \) of \( X \) satisfies \( f(x) \in C[0, 1]^q \) and \( f(x) \in [c_f, C_f] \) for constants \( 0 < c_f \leq C_f < \infty \). There exists a constant \( c_p > 0 \), such that \( P(Z = z|X) \geq c_p \) for all \( z \in \mathcal{D} \).

A3. The noise \( \varepsilon \) satisfies \( E(\varepsilon|X, Z) = 0 \), \( E(\varepsilon^2|X, Z) = 1 \). There exists a positive value \( \delta > 0 \) and finite positive \( M_\delta \) such that \( \sup_{x \in [0, 1]^q} \mathbb{E} \left( |\varepsilon|^2 + \delta \right) |X = x, Z = z) < M_\delta \). The standard deviation function \( \sigma(x, z) \) is continuous on \( [0, 1]^q \) for each given \( z \in \mathcal{D} \), and \( 0 < c_\alpha \leq \inf_{x \in [0, 1]^q, z \in \mathcal{D}} \sigma(x, z) \leq \sup_{x \in [0, 1]^q, z \in \mathcal{D}} \sigma(x, z) < \infty \).

A4. The number of interior knots \( N_l, 1 \leq l \leq q \) satisfy as \( n \to \infty, N_l \to \infty \) for \( 1 \leq l \leq q \), and \( \prod_{l=1}^q N_l = o(n(\log n)^{-1}) \), and the bandwidths \( \lambda_s, 1 \leq s \leq r \) satisfy \( \sum_{s=1}^r \lambda_s = o(1) \).

Assumption A1 provides a smoothness condition of the regression function \( g(\cdot) \), which is also given in Section 5.2 of Huang (2003). Assumption A3 states the moment requirements of the standardized error term as well as the uniform bounds of the standard deviation. A similar assumption is given in Section 4.1 of Huang (2003). Assumption A4 states the order requirements for the smoothing parameters. The theorem below gives the uniform convergence rate of the estimator to the true mean function.

**Theorem 1.** Under assumptions A1–A4

\[
\sup_{x \in [0, 1]^q, z \in \mathcal{D}} |\hat{g}(x, z) - g(x, z)| = O_{\Delta \varepsilon} \left[ \sum_{l=1}^q N_l^{-p} + \sum_{s=1}^r \lambda_s + \left\{ n^{-1} \left( \prod_{l=1}^q N_l \right) \log n \right\}^{1/2} \right]
\]

and then for \( N_l \asymp n^{1/(2p+q)} \) for \( 1 \leq l \leq q \) and \( \sum_{s=1}^r \lambda_s = o \left[ n^{-1} \left( \prod_{l=1}^q N_l \right) \log n \right]^{1/2} \), we have \( \sup_{x \in [0, 1]^q, z \in \mathcal{D}} |\hat{g}(x, z) - g(x, z)| = O_{\Delta \varepsilon} \left\{ n^{-p/(2p+q)} \log n \right\}^{1/2} \).
Let

\[
\Sigma_{z,n} = E \{B_{j_1,\ldots,j_q}(X)B_{j_1,\ldots,j_q}(Z)\sigma^2(X,Z)\} \\
V_{z,n} = E \{B_{j_1,\ldots,j_q}(X)B_{j_1,\ldots,j_q}(Z)\}
\]

(5)

For \((x, z) \in [0, 1]^q \times \mathcal{D}\) define

\[
\hat{\sigma}_n^2(x, z) = n^{-1}B(x)^T V_{z,n}^{-1} \Sigma_{z,n} V_{z,n}^{-1} B(x)
\]

(6)

**Theorem 2.** Under assumptions A1–A4, \(\max_{1\leq l\leq q}(N_l)^{-1} = o(n^{-1/(2p+q)})\), and \(\sum_{l=1}^q \lambda_l = o\left(n^{-1} \prod_{l=1}^q N_l \right)^{1/2}\), we have as \(n \to \infty\), for \(\hat{\sigma}_n^2(x, z)\) in equation (6), \(\hat{\sigma}_n^{-1}(x, z) \{\hat{g}(x, z) - g(x, z)\} \to N(0, 1)\). For any given \((x, z) \in [0, 1]^q \times \mathcal{D}\), with probability 1, \(c_\sigma^{-1} \left(\prod_{l=1}^q N_l \right) \leq \hat{\sigma}_n^2(x, z) \leq C_\sigma n^{-1} \left(\prod_{l=1}^q N_l \right)\), for some constants \(0 < c_\sigma < C_\sigma < \infty\).

**Comments.** Theorem 1 gives the uniform convergence rate of the estimator to the true mean function. Theorem 2 presents the asymptotic normality of the proposed estimator with the bias vanished given that the order assumptions of smoothing parameters in Theorem 2 holds. Based on results in Theorem 2, we obtain the \(L_2\) convergence rate of the estimator which is \(O_{a.s.}(n^{-1/2})\). Proofs of these theorems are presented in the supplementary Web Appendix. Having outlined the theoretical underpinnings of the proposed method, we now consider an illustrative simulated example that demonstrates how smoothing the categorical predictors in the manner prescribed above impacts the resulting estimator \(\hat{g}(x, z)\).

### 2.1. Marginal Effects

Marginal effects are routinely required and reported by applied econometricians, and one of the appealing aspects of our approach is that, since the estimator is simply a (weighted) least squares estimator where the continuous predictors have been replaced with their B-spline representations, the computation of marginal effects is a straightforward exercise requiring nothing more than the ability to compute derivatives of the B-spline basis with respect to each of the continuous predictors. The R (R Core Team, 2013) package ‘crs’ (Racine and Nie, 2014; Nie and Racine, 2012) that implements the computation of marginal effects is a straightforward exercise requiring nothing more than the ability to compute derivatives of the B-spline basis with respect to each of the continuous predictors. The estimation of marginal effects is illustrated in Figures 2 and 3 in Section 5.

### 3. CROSS-VALIDATED CHOICE OF \(N\) AND \(\lambda\)

Cross-validation (Stone, 1977) has a rich pedigree in the regression spline arena and has been used for decades to choose the appropriate number of interior knots and is the basis for Friedman’s (1991) multivariate adaptive regression spline (MARS) methodology, among others; see Wahba (1990) for an overview in the spline context. More recently, Ma and Racine (2013) provide theoretical underpinnings for cross-validated selection of bandwidths, number of interior knots, and spline orders for semiparametric additive models that admit categorical predictors in the same manner as that used above, though here we consider selection of bandwidths and number of knots for a fully nonparametric model (the cross-validated selection of the spline order in Ma and Racine (2013) was to address the semiparametric additive case where a predictor may be irrelevant but this is not known a priori). Cross-validation has also been used extensively for bandwidth selection for kernel estimators such as the local linear kernel estimator proposed by Li and Racine (2004) that appears in the simulations in Section 4 (see also Racine and Li (2004) for the local constant counterpart), while Hall and
Racine (2013) consider selecting both the polynomial order and bandwidths for local polynomial kernel regression via cross-validation. Following in this tradition we choose the number of interior knots (i.e. the vector \( N \)) and smoothing parameters (i.e. the bandwidth vector \( \lambda \)) by minimizing the cross-validation function defined by

\[
CV(N, \lambda) = n^{-1} \sum_{i=1}^{n} \left( Y_i - B_m(X_i)^T \hat{\beta}_{-i}(Z_i) \right)^2
\]

(7)

where \( \hat{\beta}_{-i}(Z_i) \) denotes the leave-one-out estimate of \( \beta \). Theoretical properties of this approach follow directly from Ma and Racine (2013, Theorem 1), with the only difference being the replacement of the additive spline used in Ma and Racine (2013) with the tensor-product spline. Hence we do not replicate the proof here; rather we refer the interested reader to Ma and Racine (2013) (note that when \( q = 1 \) the additive and tensor bases coincide; hence results in Ma and Racine (2013) are directly applicable without modification in the univariate continuous predictor case). We investigate the performance of the cross-validated estimator via Monte Carlo simulation in Section 4 below, which reveals that cross-validation indeed delivers smoothing parameters that are consistent with theoretical underpinnings of the estimator provided in Section 2 above and in Ma and Racine (2013) (with appropriate substitution of basis function when \( q > 1 \) as indicated above).

To illustrate the finite-sample behavior of the data-driven cross-validated selection of \( N \) and \( \lambda \), we consider four simple data-generating processes (DGPs) and use the popular cubic B-spline basis throughout. For each figure we simulate \( n = 500 \) observations and regress \( Y_i \) on \( X_i \) and \( Z_i \) using the proposed regression spline method. Results are plotted in Figure 1.

Figure 1 illustrates how the cross-validated choices of \( N \) and \( \lambda \) differ depending on the underlying DGP. For instance, the plot at the upper left is one for which \( Y_i = \cos(\pi X_i) + \varepsilon_i \) if \( Z_i = 0 \) and

![Figure 1. Four illustrative DGPs, \( n = 500 \). For the plots on the left there is a vertical shift in the DGP when \( Z = 0/1 \), while for the plots on the right there is no difference in the function when \( Z = 0/1 \). For the latter, cross-validation ought to select a larger value of \( \lambda \) and for the former a smaller value of \( \lambda \) would be expected (\( \lambda \in [0, 1] \)).](image-url)
$Y_i = 1 + \cos(\pi X_i) + \epsilon_i$ if $Z_i = 1$. It is evident that the cross-validated choices, $N \approx 0$ and $\lambda \approx 2.2e - 16$, are appropriate here. The plot at the upper right is one for which $Y_i = \cos(\pi X_i) + \epsilon_i$ regardless of the value taken on by $Z_i$. It is evident that the cross-validated choices, $N \approx 0$ and $\lambda \approx 0.91$, are appropriate here. The plots at the lower left and lower right are similar but use $\cos(4\pi X_i)$ instead, and the cross-validated choices $N \approx 3$ and $\lambda \approx 2.2e - 16$ were selected for the DGP at the bottom left, $N \approx 3$ and $\lambda \approx 0.82$ for the bottom right. The relatively large values of $\lambda$ for the figures at the right are appropriate since $Z_i$ is independent of $Y_i$. These simple examples serve to illustrate how cross-validation is delivering values of $N$ and $\lambda$ that are tailored to the DGP at hand.

Before proceeding, a few words on the numerical optimization of Equation (7) are in order. Search takes place over $N_1, \ldots, N_q$ and $\lambda_1, \ldots, \lambda_r$ where the $\lambda$ are continuous lying in $[0, 1]$ and the $N$ are integers. Clearly this is a mixed-integer combinatorial optimization procedure which would render exhaustive search infeasible when facing a non-trivial number of predictors. However, in settings such as these one could leverage recent advances in mixed-integer search algorithms, which is the avenue we pursue in the Monte Carlo simulations reported below. In particular, we adopt the ‘nonsmooth optimization by mesh adaptive direct search’ (NOMAD) approach (Abramson et al., 2011)). Given that the objective function can be trivially computed for large sample sizes as it involves nothing more than computing the hat matrix for weighted least squares, it turns out that the computational burden is in fact nowhere near as costly as, say, cross-validated kernel regression for moderate to large datasets. As such, the proposed approach constitutes a computationally attractive alternative to multivariate cross-validated kernel regression. In addition, in the next section we shall also see that the proposed approach constitutes a statistically attractive alternative as well, at least from the perspective of finite-sample squared error loss.

4. MONTE CARLO SIMULATIONS

In this section we consider a modest Monte Carlo experiment designed to assess the finite-sample performance of the proposed method. We consider two DGPs with $q = 2$ continuous predictors and $r = 2$ categorical predictors given by

\begin{equation}
\text{DGP-M: } \cos(4\pi X_{i1}) \times \sin(4\pi X_{i2}) \times (Z_{i1} + 1) \times (Z_{i2} + 1) \tag{8}
\end{equation}

\begin{equation}
\text{DGP-A: } \cos(4\pi X_{i1}) \times \sin(4\pi X_{i2}) + (Z_{i1} + Z_{i2})/10 \tag{9}
\end{equation}

then set $Y_i = \text{DGP-M}/\hat{\delta}_{\text{DGP-M}} + \epsilon_i$, where $\hat{\delta}_{\text{DGP-M}}$ is the sample standard deviation of DGP-M (we do the same for DGP-A), where the continuous predictors are drawn from the uniform ($X_j \sim U[0, 1]$, $j = 1, 2$), the categorical predictors ($Z_j$, $j = 1, 2$) are drawn from the rectangular distribution with equal probability ($z_s \in \{0, 1, \ldots, c_s - 1\}$, where $c_s$ is the number of categorical outcomes, $s = 2$) and $\epsilon \sim N(0, \sigma^2)$ with $\sigma = \{0.25, 0.5, 1.0, 2.0\}$. Dividing the DGPs by their sample standard deviations controls the signal-to-noise ratio across all simulations and corresponds to an expected coefficient of determination of 0.95, 0.8, 0.5 and 0.2, respectively. For what follows we set $c_s = c$, $s = 1, 2$. Observe that DGP-M is multiplicative in all components, while DGP-A is additive in all components.

We draw $M = 1,000$ Monte Carlo replications and for each replication we compute the cross-validated frequency estimator (i.e. that based only on the $(Y, X)$ pairs lying in each ‘cell’ defined by $Z$), the proposed cross-validated categorical regression spline estimator, the cross-validated additive categorical regression spline estimator (Ma and Racine, 2013) and the cross-validated local linear kernel estimator that is often used to model continuous and categorical predictors in a manner similar to that undertaken here (note that the local linear kernel estimator is minimax efficient and has the best boundary bias correction properties of the class of kernel regression estimators; see Li and Racine,
Table I. Relative median MSE of the proposed regression spline estimator versus the frequency regression spline, additive regression spline and local linear kernel regression estimators. Numbers less than one indicate superior performance of the spline estimator. 

\( c \) denotes the number of outcomes for the discrete predictors, \( n \) the sample size.

<table>
<thead>
<tr>
<th>DGP-M: multiplicative specification</th>
<th>DGP-A: additive specification</th>
</tr>
</thead>
<tbody>
<tr>
<td>( n )</td>
<td>Frequency</td>
</tr>
<tr>
<td>( \sigma = 0.25 )</td>
<td>500 2</td>
</tr>
<tr>
<td>500 3</td>
<td>0.089</td>
</tr>
<tr>
<td>500 4</td>
<td>0.137</td>
</tr>
<tr>
<td>1000 2</td>
<td>0.799</td>
</tr>
<tr>
<td>1000 3</td>
<td>0.191</td>
</tr>
<tr>
<td>1000 4</td>
<td>0.078</td>
</tr>
<tr>
<td>( \sigma = 0.5 )</td>
<td>500 2</td>
</tr>
<tr>
<td>500 3</td>
<td>0.189</td>
</tr>
<tr>
<td>500 4</td>
<td>0.255</td>
</tr>
<tr>
<td>1000 2</td>
<td>0.741</td>
</tr>
<tr>
<td>1000 3</td>
<td>0.295</td>
</tr>
<tr>
<td>1000 4</td>
<td>0.169</td>
</tr>
<tr>
<td>( \sigma = 1.0 )</td>
<td>500 2</td>
</tr>
<tr>
<td>500 3</td>
<td>0.297</td>
</tr>
<tr>
<td>500 4</td>
<td>0.317</td>
</tr>
<tr>
<td>1000 2</td>
<td>0.605</td>
</tr>
<tr>
<td>1000 3</td>
<td>0.319</td>
</tr>
<tr>
<td>1000 4</td>
<td>0.253</td>
</tr>
<tr>
<td>( \sigma = 2.0 )</td>
<td>500 2</td>
</tr>
<tr>
<td>500 3</td>
<td>0.326</td>
</tr>
<tr>
<td>500 4</td>
<td>0.257</td>
</tr>
<tr>
<td>1000 2</td>
<td>0.460</td>
</tr>
<tr>
<td>1000 3</td>
<td>0.299</td>
</tr>
<tr>
<td>1000 4</td>
<td>0.248</td>
</tr>
</tbody>
</table>

2004, for details). For the regression spline estimators we set the spline degree vector equal to \((3, 3)\) (a popular choice) and cross-validate the number of knots vector \((N_1, N_2)\) and the bandwidth vector \((\lambda_1, \lambda_2)\). We then compute the mean squared error (MSE) of each estimator based upon Equation (8) for each replication and report the relative median MSE over all \(M\) replications in Table I (results for the mean MSE over all \(M\) Monte Carlo replications are comparable to those for the median MSE over the \(M\) replications and are not reported here for space considerations). MSE is computed via 

\[
\frac{1}{n} \sum_{i=1}^{n} (\hat{g}(x_i, z_i) - g(x_i, z_i))^2,
\]

where \(\hat{g}(x_i, z_i)\) is defined immediately following (2) and \(g(x_i, z_i)\) is a Monte Carlo DGP defined in Equation (8). Table II reports a summary of the smoothing parameters chosen by cross-validation.

Table I illustrates how, for a given sample size, the relative performance of the proposed approach that smooths the categorical predictors versus the frequency approach that breaks the data into \(c_1 \times c_2 = (4, 9, 16)\) subsets improves as \(c\) increases, as expected (each categorical predictor takes on \(c_1 = c_2 = c = (2, 3, 4)\) values). Table II reveals how the cross-validated bandwidths tend to zero as \(n\) increases. These findings are consistent with the theoretical properties detailed in the supplementary Web Appendix and in Ma and Racine (2013), as previously noted. Furthermore, for a given \(c\), as \(n\) increases the proposed estimator approaches the frequency estimator since 

\[
\lambda \to 0 \text{ as } n \to \infty.
\]

Table I further illustrates how the proposed cross-validated method dominates the popular local linear kernel estimator for (almost) all sample sizes and values of \(c\) and \(\sigma\) considered.
Table II. Median values for the number of interior knots and bandwidths for the proposed regression spline estimator. \( c = c_1 = c_2 \) denotes the number of outcomes for the discrete predictors, \( n \) the sample size, \( N_j \) the number of interior knots for continuous predictor \( X_j, j = 1, 2 \) and \( \lambda_j \) the bandwidth for continuous predictor \( Z_j, j = 1, 2 \).

<table>
<thead>
<tr>
<th>( \sigma = 0.25 )</th>
<th>( \sigma = 0.5 )</th>
<th>( \sigma = 1.0 )</th>
<th>( \sigma = 2.0 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( n )</td>
<td>( c )</td>
<td>( N_1 )</td>
<td>( N_2 )</td>
</tr>
<tr>
<td>500</td>
<td>2</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>500</td>
<td>3</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>500</td>
<td>4</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>1000</td>
<td>2</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>1000</td>
<td>3</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>1000</td>
<td>4</td>
<td>4</td>
<td>5</td>
</tr>
</tbody>
</table>

Often additive spline models are recommended in applied settings due to the curse of dimensionality (the property that the multiplicative tensor regression spline method has a rate of convergence that deteriorates with the number of continuous predictors, \( q \)). Of course, this curse is not unique to the proposed method and is a function of many fully nonparametric estimators, including the local linear kernel estimator considered in the simulations below, by way of illustration. Observe, however, that even in small-sample settings such as \( n = 500 \), if the additive model is used when additivity is not present the squared error properties of the additive regression spline model can be much worse than the multiplicative tensor regression spline model that we propose. Naturally, if additivity is appropriate, the additive model that incorporates this information will have better finite-sample properties (the tensor model has roughly 2 times the MSE of the additive model for DGP-A, the additive DGP). Simulations not reported here for space considerations indicate that the finite-sample mean squared error improvement over the kernel regression estimator holds (a) whether or not there exist categorical predictors and (b) in higher-dimension settings than those reported here.

In the above simulations the tensor-based multivariate regression spline approach outperforms the popular local linear kernel regression approach. However, we caution the reader that this is not guaranteed always to be the case (see, for example, DGP-A, \( \sigma = 2.0, n = 500 \)). The dimension of the tensor spline basis grows exponentially with the number of continuous predictors for a given order/knot combination for each predictor. Thus, for a fixed sample size \( n \), as the number of continuous predictors \( q \)
increases, degrees of freedom will quickly fall and the squared error properties of the resulting estimator will naturally deteriorate. Thus, in settings with small \( n \), large \( q \) and low degrees of freedom, one could readily construct instances in which the local linear kernel regression approach will display better finite-sample behavior than the regression spline approach. We therefore offer the following advice for the sound practical application of the methods proposed herein:

1. The proposed methods are best suited to settings in which \( q \) is not overly large and \( n \) not overly small.

   Experience indicates that for a range of DGPs the regression spline outperforms kernel regression when \( n \geq 500 \) and \( q \leq 5 \).

   One practical advantage is the reduced computational burden of cross-validation for regression splines versus their kernel counterpart, and in large sample settings (say, \( n \geq 10,000 \)) one can push the dimension of \( q \) much higher than that considered here.

2. Of course, when the dimension of the multivariate tensor spline becomes a practical barrier to their sound application, one can always resort to additive spline models; see Ma and Racine (2013) for details. The drawback of the additive spline approach is that if the DGP is non-additive the inefficiency of the additive spline approach can be much worse than the multivariate kernel approach, as clearly demonstrated above. Of course, it is a simple matter to compare the value of the cross-validation function for each of the tensor-based, additive-based and kernel-based cross-validated approaches and it is perfectly sensible to use this as a guide in applied settings. But our experience is that the tensor-based multivariate regression spline will indeed be competitive and ought to be part of every practitioner’s toolkit.

In summary, the simulations outlined above indicate that the proposed method is capable of outperforming the frequency estimator that breaks the sample into subsets, while it provides a compelling alternative to kernel methods when faced with a mix of categorical and continuous predictors and to additive regression spline models for general nonlinear DGPs for which additivity is not fully present.

5. APPLICATIONS

In this section we consider two illustrative applications chosen to highlight the flexibility of the proposed approach in applied settings.

5.1. GDP Growth and OECD Status

By way of illustration, we model growth rates of per capita GDP where the predictors are OECD status (‘oecd’), the initial level of GDP (‘initgdp’) and investment (‘inv’). We treat OECD status as categorical and initial GDP and investment as continuous. Initial income estimates are from Heston et al. (2009), as are the estimates of the the average investment/GDP ratio for 5-year periods. The average growth rate of the per capita GDP is from the World Bank. This data represent a cross country GDP growth panel covering the period 1960–1995. There were \( n = 616 \) observations in total.

We first compute parametric specifications which are linear in predictors, then quadratic in initial DGP (a popular parametric specification found in the literature) and then compute the proposed categorical spline approach. For each model the coefficient of determination was 0.176, 0.19 and 0.342, respectively. For the categorical spline model the cross-validated values of \( N_{\text{initgdp}} \), \( N_{\text{inv}} \) and \( \lambda_{\text{OECD}} \) were 1, 4 and 0.041, respectively. Figure 2 presents the partial regression surfaces and marginal effects (first derivatives) along with their 95% pointwise confidence intervals using results presented in Theorem 2 (a ‘partial regression plot’ is simply a 2D plot of the estimated model versus one predictor when all other predictors are held constant at their respective medians/modes).
Figure 2. Partial regression plots (left) and marginal effects plots (right) for the OECD data with asymptotic 95% pointwise confidence bounds.

Figure 3. Out-of-sample predicted squared error (PSE) box plots for the linear, quadratic and B-spline models for the OECD data. The median PSEs of the categorical spline model relative to the linear and quadratic parametric models are 0.9215 and 0.9350, respectively.

One might naturally wonder whether the improvement in fit is illusory and merely reflects ‘overfitting’ by the spline model. In order to investigate whether or not the categorical spline model is merely overfitting we conduct a pseudo Monte Carlo experiment in which we randomly shuffle the 616 observations into a training sample of size $n_1 = 600$ and an evaluation sample of size $n_2 = 16$ observations. For each random shuffle of the data, we fit the categorical spline model and the linear and quadratic parametric regression models on the $n_1 = 600$ training observations and compute the out-of-sample predicted squared error (PSE) for the $n_2$ hold-out observations. We repeat this $M = 1000$ times and compute the median PSE of the categorical spline model relative to the linear and quadratic parametric models, which were 0.9215 and 0.9350, respectively. We also present a box plot of the PSEs in Figure 3.
The second illustration involving hourly earnings can be found in the supplementary Web Appendix. For both of the illustrative applications considered we can see that the proposed approach produces models that appear to be more faithful to the underlying DGP than two simple parametric specifications that might be considered in applied settings.

6. CONCLUDING REMARKS

Applied researchers frequently must model relationships containing categorical predictors, yet may require nonparametric estimators of, say, regression functions. The traditional kernel and spline estimators break the data into subsets defined by the categorical predictors and then model the resulting relationship involving continuous predictors only. Though consistent, these approaches are acknowledged to be inefficient. In this paper we provide an approach combining regression splines with categorical kernel functions that is capable of overcoming the efficiency losses present in the traditional sample-splitting approach. Furthermore, the proposed approach constitutes an attractive alternative to cross-validated kernel estimators that admit categorical predictors. Theoretical underpinnings are provided and simulations are undertaken to assess the finite-sample performance of the proposed method. We hope that these methods are of interest to those modeling regression functions nonparametrically when faced with both continuous and categorical predictors. An implementation in R (R Core Team, 2013) is available from the Comprehensive R Archive Network (http://cran.r-project.org); see the R package ‘crs’ for details (Racine and Nie, 2014; Nie and Racine, 2012).
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